Improving participant selection in disease management programmes: insights gained from propensity score stratification
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Abstract

While the randomized controlled trial (RCT) remains the gold-standard study design for evaluating treatment effect, outcomes researchers turn to powerful quasi-experimental designs when only observational studies can be conducted. Within these designs, propensity score matching is one of the most popular to evaluate disease management (DM) programme effectiveness. Given that DM programmes generally have a much smaller number of participants than non-participants in the population, propensity score matching will typically result in all or nearly all participants finding successful matches, while most of the non-participants in the population remain unmatched and thereby excluded from the analysis. By excluding data from the unmatched population, the effect of non-treatment in the remaining population with the disease is not captured. In the present study, we examine changes in hospitalization rates stratified by propensity score quintiles across the entire population allowing us to gain insight as to how well the programme chose its participants, or if the programme could have been effective on those individuals not explicitly targeted for the intervention. These data indicate the presence of regression to the mean, and suggest that the DM programme may be overly limited to only the highest strata when there is evidence of a potential benefit for those in all the lower strata as well.

Introduction

The strength of the randomized controlled trial (RCT) design lies in the ability to draw causal inferences about treatment effectiveness because individuals in treatment and control groups are assumed to be unconditionally exchangeable [1]. This is because random assignment distributes both known and unknown sources of variability equally between groups. While the RCT remains the gold-standard study design for evaluating treatment effect, rigorous evaluations of disease management (DM) programmes have historically been limited to academic settings or demonstration projects in the US Medicare/Medicaid populations. The typical study design used to evaluate commercial DM programmes in the United States (an industry with projected annual revenues of $1.8 billion in 2008) [2] is a simple pretest–posttest design that compares outcomes of the chronically diseased population in the baseline year to each year thereafter [3,4]. This study design suffers from several sources of bias and confounding factors that offer plausible alternative explanations for any observed treatment effect outside the DM programme intervention [5–7].

In DM, the primary selling point (and thus outcome of interest) is the return on investment (ROI). As a result, the approach to evaluation is often a controversial issue. While DM firms report ROIs from 2:1 to 8:1 based on the pre–post design [8–10], these conflict with reviews and meta-analyses in the peer-reviewed literature that are based on RCTs and have concluded that DM programmes do not reduce the overall cost of health care [11–14]. As purchasers of commercial DM services have realized this discrepancy, there has been an increased demand for rigorous evaluation of these programmes. As RCTs are often infeasible, research-trained programme evaluators turn to powerful quasi-experimental designs available to estimate treatment effects in observational studies. Several tutorials have been written on their application to DM [15–23].

Within these designs, propensity score matching is one of the most popular to evaluate DM programme effectiveness. The propensity score, the probability of assignment to the treatment group conditional on covariates [24] (i.e. independent variables), controls for pre-intervention differences between enrolled and non-enrolled groups. The underlying assumption for using the
propensity score in DM is that enrollment in the programme is associated with observable pre-programme variables (e.g. age, sex, utilization, cost). Propensity scores are derived from a logistic regression equation that reduces each participant’s set of covariates to a single score. It has been demonstrated that, conditional on this score, all observed pretreatment covariates can be considered independent of group assignment, and in large samples, covariates will be distributed equally in both groups and will not confound estimated treatment effects [24]. After the propensity score is estimated, treatment effects can be modelled using matching, stratification, weighting and/or regression adjustment (see references 18, 25 and 26 for a comprehensive discussion on these methods).

While matching appears to be the most popular propensity scoring technique for evaluating DM programme effectiveness, there are some inherent limitations. DM programmes generally have a much smaller number of participants than non-participants in the population. Thus, propensity score matching will typically result in all or nearly all participants finding successful matches, while most of the non-participants in the population remain unmatched and thereby excluded from the analysis. There are two consequences of this: (1) treatment effects may be statistically insignificant because of the confluence of a small treatment group and a rare-event outcome (e.g. hospital admissions, emergency department visits); and (2) by excluding data from the unmatched population, the effect of non-treatment in the remaining population with the disease is not captured. Thus, we gain no insight as to how well the programme chose its participants, or if the programme could have been effective on those individuals not explicitly targeted for the intervention.

Stratification on the propensity score holds some advantages over matching or regression adjustments. It is a straightforward, transparent approach that is much easier to interpret than matching or regression techniques that require a deeper level of understanding of statistics. The approach generally taken to stratify the population under study is to simply arrange the outcomes into quintiles based on the range of propensity scores divided into treated and non-treated groups. This allows the evaluator to review outcomes between groups at each stratum, as well as to observe differences within groups between strata. This can be carried out using statistical tests, but often visual inspection alone can highlight important effects. Even when matching is used, the examination of the stratification levels provides valuable insight into the success and appropriateness of propensity scoring. It has been shown that stratification of the propensity score into quintiles (generally referred to as subclassification) can remove over 90% of the initial bias because of the choice of covariates used to create the propensity score [25,26]. If important within-subclass differences between cohorts are found on some covariates, it could be concluded that the covariate distributions did not overlap sufficiently to allow subclassification to adjust for these covariates, raising concern about the model’s ability to draw valid conclusions about the results [26]. In such cases, alternate analytic adjustments should be considered.

In this paper, we demonstrate how a propensity score stratification table can provide valuable insights about the entire population from where programme participants are drawn. This approach can assist a programme determine if they are recruiting individuals for which the programme can be most effective, and how effective the intervention is across different strata. We estimate the change in hospital admission rates between participants and non-participants of a DM programme for congestive heart failure (CHF), and then assess these results relative to the distribution of hospitalization rate changes by quintile.

**Methods**

**Study population and outcome measure**

Our data come from a previously published study evaluating the effectiveness of a CHF DM programme in the first year of operation at a medium-sized health plan in Oregon [18]. The study population included health plan members with CHF who were continuously enrolled in the health plan for the year prior to programme initiation as well as for the entire programme year. Continuously enrolled populations were used for both the intervention and control groups to allow equal opportunity to experience the utilization outcome events of interest. There were 94 participants and 4606 non-participants that met these criteria.

The outcome variable, hospital admission rate, is calculated as a difference-in-difference (DID) estimator. That is, we model the treatment effect by estimating the difference between hospitalization rate in the programme year minus the baseline year for both participants and non-participants (or matched controls, depending on the analysis) and then compare the difference between the two groups (treated as panel data) using an ordinary least squares regression model. A negative value for the DID estimate indicates that the programme participant group exhibited a reduction in admissions greater than the non-participant group, and a positive value indicates that the non-participants had a greater reduction in admissions than participants. Using this approach, the outcome measure can be described as the net change in admissions rate of participants over non-participants. The DID strategy ensures that any unobserved variables that remain constant over time, and are correlated with the participation decision and the outcome variable, will not bias the estimated effect [27].

**Propensity score model**

Observed covariates used to estimate the propensity score were baseline age, gender, health plan service area covered, number of hospitalizations in the prior 12 months, number of emergency department visits in the prior 12 months, total health care costs (in 2003 dollars) in the prior 12 months and health-risk level (see the study by Linden et al. [18] for a more comprehensive description of this propensity score model).

This score was then used to: (1) match each participant to a non-participant based on the nearest propensity score (thus creating 94 pairs) [18]; and (2) stratify the entire population (n = 4700) into propensity score quintiles.

**Results**

Table 1 presents both pre- and post-programme characteristics of the CHF programme participants (n = 94) compared with the entire CHF population (n = 4606) from which they were drawn as well as characteristics of the propensity score-matched controls (n = 94). There were significant differences between programme
participants and the CHF population in both their geographic location and pre-programme utilization and costs. The control group, established by the propensity score, matched up well with the programme participants, as indicated by the lack of significant differences between the groups on any baseline characteristics. The propensity score-matched pairs treatment effect estimate was −0.60 (95% CI = −1.11, −0.10, P = 0.02). In a DID model this estimate suggests that the programme group decreased participant admissions rate by 0.60 per person per year over the matched control group.

Table 2 illustrates the pre-programme admissions rates, the programme year admissions rates and the difference scores across the entire study population (n = 4700) stratified by propensity score quintiles. These data highlight several important points. First, the regression to the mean effect [6] is quite evident. Four of the five strata showed rather large increases in admissions for those individuals with CHF who did not participate in the programme (the exception was quintile IV where the admission rate was flat). Conversely, participants generally exhibited large decreases in admissions. Another important observation is that 90 of the 94 participants were located in the two highest quintiles (with no representation in the lowest quintile and only two participants appearing in quintile II). This indicates that those targeted for programme enrollment do not mirror the characteristics of the entire population, but only of a narrow subset. The ramifications of this will be discussed in the next section.

The data presented here are typical of a population in which a DM programme is implemented. That is, only a small subset of individuals who are considered ‘high risk’ was invited to participate in the programme, leaving the vast majority of the population untreated. Given that the classification of risk was based on prior acute utilization levels, the regression to the mean effect would suggest that those individuals who experienced a hospitalization in the prior period were not likely to experience another hospitalization in the following period, and vice versa [6]. As expressed in Table 2, this was indeed the case, with the 94 participants exhibiting decreased admissions and the 4606 non-participants showing increased admission rates across nearly all strata.

Discussion

The results of this study raise two different but interrelated issues. First, the current identification and enrollment strategy used by DM programmes may target the wrong individuals, given that the majority of future admissions come from individuals located in the lower propensity score quintiles. Rather than targeting individuals with high costs, it may be better to target individuals with high potential savings. Data presented here and elsewhere [27] clearly suggest that targeting high-cost individuals allows the programme to get a ‘free ride’ on the regression to the mean effect – those treated will show a natural decrease in admissions, while non-treated individuals in the lower strata will have higher acute utilization. This may help make the case for a treatment effect, but it does not help the non-participants who may truly benefit from the intervention. Similarly, in the bottom three quintiles there was a more marked increase in the comparison groups than for the fourth and fifth quintile. This suggests that DM programmes may be selecting participants based on their high rates rather than on their potential to decrease these rates. Our results suggest that there may be potential for targeting lower pre-programme admissions rate quintiles to produce savings as the highest rate patients may be near their maximum because of ceiling effects (while our focus in this paper has been on hospitalizations as the outcome, this logic can be readily applied to any outcome measure). Some

Table 1 A comparison of pre- and post-first-year programme characteristics of the congestive heart failure (CHF) disease management intervention group, the CHF population from which they were drawn and propensity score-matched controls

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n = 94)</th>
<th>CHF population (n = 4606)</th>
<th>Matched controls (n = 94)</th>
<th>P value* (int. vs. Pop.)</th>
<th>P value^ (int. vs. matches)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>77.4 (0.96)</td>
<td>76.6 (0.19)</td>
<td>78.2 (0.98)</td>
<td>0.539</td>
<td>0.556</td>
</tr>
<tr>
<td>Gender\‡</td>
<td>0.51 (0.05)</td>
<td>0.56 (0.01)</td>
<td>0.51 (0.05)</td>
<td>0.336</td>
<td>1.00</td>
</tr>
<tr>
<td>Resident of Portland, OR\§</td>
<td>0.17 (0.04)</td>
<td>0.69 (0.01)</td>
<td>0.17 (0.04)</td>
<td>&lt;0.0001</td>
<td>1.00</td>
</tr>
<tr>
<td>Health risk\¶</td>
<td>0.54 (0.05)</td>
<td>0.40 (0.007)</td>
<td>0.60 (0.05)</td>
<td>&lt;0.0001</td>
<td>0.379</td>
</tr>
<tr>
<td>Pre-programme (per member per year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Admission rate**</td>
<td>1.13 (0.15)</td>
<td>0.50 (0.02)</td>
<td>1.09 (0.15)</td>
<td>&lt;0.0001</td>
<td>0.841</td>
</tr>
<tr>
<td>Emergency department rate**</td>
<td>0.70 (0.11)</td>
<td>0.40 (0.01)</td>
<td>0.67 (0.10)</td>
<td>0.003</td>
<td>0.832</td>
</tr>
<tr>
<td>Total costs\††</td>
<td>$18,287 ($2053)</td>
<td>$8974 ($257)</td>
<td>$17,001 ($2449)</td>
<td>&lt;0.0001</td>
<td>0.688</td>
</tr>
<tr>
<td>First-programme year (per member per year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Admission rate**</td>
<td>0.59 (0.10)</td>
<td>0.87 (0.02)</td>
<td>1.17 (0.18)</td>
<td>0.0008</td>
<td>0.005</td>
</tr>
<tr>
<td>Emergency department rate**</td>
<td>0.57 (0.08)</td>
<td>0.58 (0.02)</td>
<td>0.77 (0.10)</td>
<td>0.1874</td>
<td>0.048</td>
</tr>
<tr>
<td>Total costs\††</td>
<td>$11,874 ($1408)</td>
<td>$16,036 ($370)</td>
<td>$24,085 ($3843)</td>
<td>0.005</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Values are means (standard errors) ($US, 2003 values) [18].
*Two-tailed t-tests for independent samples (intervention group vs. CHF population).
\^Two-tailed t-tests for dependent samples (intervention group vs. matched controls).
\‡A score of 1 indicates women and 0 indicates men.
\§A score of 1 indicates resident within Portland and 0 indicates resident outside Portland.
\¶A score of 1 indicates high risk and 0 indicates low risk for future CHF-related claims.
**Hospitalizations and emergency department visits were included only if they were CHF-specific.
\††Total costs included all associated costs per member, disease- and non-disease-related, excluding pharmacy costs.
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Conclusion

Disease management programmes are implemented in such a way that selection bias and regression to the mean are two major threats to the validity of study outcomes. Various evaluators attempt to control for these biases by employing various statistical adjustments. Stratification by propensity score quintiles is a simple technique to control for these biases by using various statistical adjustments. The defining characteristic of the RD design is in identifying whether a difference is found in the relationship between the treatment and comparison outcomes. The RD design is a causal inference approach that makes no assumptions about the treatment assignment process.

The RD design, however, is not without its limitations. First, the RD design is only valid if the RD is the same for all individuals in the treatment and comparison groups. Second, the RD design is only valid if the RD is the same for all individuals in the treatment and comparison groups. Finally, the RD design is only valid if the RD is the same for all individuals in the treatment and comparison groups.

Outside of conducting an RCT, there are at least three areas where the RD design can be applied. First, the RD design can be used to examine whether a difference exists in the relationship between the treatment and comparison outcomes. Second, the RD design can be used to examine whether a difference exists in the relationship between the treatment and comparison outcomes. Third, the RD design can be used to examine whether a difference exists in the relationship between the treatment and comparison outcomes.

Table 2 Stratification by propensity score quintiles on pre- and post-programme variables for the congestive heart failure (CHF) population and disease management (DM) programme participants

<table>
<thead>
<tr>
<th>Quintile</th>
<th>CHF population</th>
<th>DM group</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>(n = 940)</td>
<td>(n = 0)</td>
</tr>
<tr>
<td>II</td>
<td>(n = 938)</td>
<td>(n = 2)</td>
</tr>
<tr>
<td>III</td>
<td>(n = 933)</td>
<td>(n = 7)</td>
</tr>
<tr>
<td>IV</td>
<td>(n = 929)</td>
<td>(n = 15)</td>
</tr>
<tr>
<td>V</td>
<td>(n = 890)</td>
<td>(n = 70)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>CHF</th>
<th>DM</th>
<th>CHF</th>
<th>DM</th>
<th>CHF</th>
<th>DM</th>
<th>CHF</th>
<th>DM</th>
<th>CHF</th>
<th>DM</th>
<th>CHF</th>
<th>DM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-admission rate</td>
<td>0.10 (0.01)</td>
<td>N/A</td>
<td>0.17 (0.01)</td>
<td>0.50 (0.50)</td>
<td>0.41 (0.02)</td>
<td>0.71 (0.29)</td>
<td>0.98 (0.05)</td>
<td>1.53 (0.49)</td>
<td>0.86 (0.05)</td>
<td>1.10 (0.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-admission rate</td>
<td>0.69 (0.04)</td>
<td>N/A</td>
<td>0.56 (0.04)</td>
<td>0.50 (0.50)</td>
<td>1.05 (0.37)</td>
<td>0.57 (0.05)</td>
<td>0.97 (0.05)</td>
<td>0.20 (0.14)</td>
<td>1.09 (0.06)</td>
<td>0.67 (0.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference*</td>
<td>0.59 (0.04)</td>
<td>N/A</td>
<td>0.39 (0.04)</td>
<td>0 (0)</td>
<td>0.64 (0.06)</td>
<td>-0.14 (0.51)</td>
<td>0.01 (0.06)</td>
<td>-1.33 (0.44)</td>
<td>0.23 (0.07)</td>
<td>-0.43 (0.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DID†</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.78</td>
<td>N/A</td>
<td>-0.78</td>
<td>N/A</td>
<td>-0.78</td>
<td>N/A</td>
<td>-0.78</td>
<td>N/A</td>
<td>-0.78</td>
<td>N/A</td>
</tr>
<tr>
<td>P Value</td>
<td>insufficient n</td>
<td>0.18</td>
<td>0.01</td>
<td>0.001</td>
<td>0.066</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Values in parentheses are standard errors.

*first year – pre-programme year.
†DID = differences in differences = DM group (first year – pre-programme year) – CHF population (first year – pre-programme year).
across the entire population, not only in the narrowly populated highest stratum. For a DM programme, this view of the data may indicate whether the identification and enrollment strategy targeted the correct individuals and support or disprove a programme effect. Outside an RCT, causal inferences about DM programme effectiveness cannot be readily made. At best, every attempt must be made to reduce the introduction of bias into the programme design, a robust evaluation strategy employed, and outcome estimates be scrutinized accordingly.
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