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ABSTRACT

Prior to implementing a disease management (DM) strategy, a needs assessment should be conducted to determine whether sufficient opportunity exists for an intervention to be successful in the given population. A central component of this assessment is a sample size analysis to determine whether the population is of sufficient size to allow the expected program effect to achieve statistical significance. This paper discusses the parameters that comprise the generic sample size formula for independent samples and their interrelationships, followed by modifications for the DM setting. In addition, a table is provided with sample size estimates for various effect sizes. Examples are described in detail along with strategies for overcoming common barriers. Ultimately, conducting these calculations up front will help set appropriate expectations about the ability to demonstrate the success of the intervention. (Disease Management. 2008;11:95–101)

INTRODUCTION

Prior to implementing a disease management (DM) strategy, a needs assessment should be conducted to determine whether sufficient opportunity exists for an intervention to be successful in the given population. Under the assumption that a DM intervention will target a reduction in acute utilization, there are 3 analyses out of a broader possible set that should be routinely conducted: A time series analysis of historic utilization rates in the target chronically ill population to determine if the level and trending patterns suggest an opportunity for reduction, a number needed to decrease analysis to determine the number of hospital admissions that must be reduced by the program in order to achieve a return on investment, and a sample size analysis to assess whether, given the expected reduction in acute utilization, the population is of sufficient size to allow for this program effect to achieve statistical significance. While the first 2 analyses have been well described in the DM literature and are often used in practice, the third is commonly overlooked by those planning to implement a DM intervention. Conducting this calculation up front will help set appropriate expectations about the ability of the intervention to demonstrate successful outcomes. This paper offers readers the tools required to conduct sample size calcula-
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tions in advance of program implementation. It begins by describing the parameters that comprise the generic sample size model and their interrelationships. Sample size formulae modified for the typical characteristics of a DM population are then presented. A table is provided to help determine whether a DM program’s estimated reduction in hospitalizations will reach statistical significance given the size of the population under management. Finally, examples are provided with discussion to assist readers in applying this methodology to their particular situation or setting.

MODEL PARAMETERS

In general, sample size is a function of 4 interrelated parameters: significance level, or alpha—the probability of finding a significant difference when there truly is none (ie, false-positive); power—the probability of not finding a significant difference when there truly is one (ie, false-negative); effect size—the magnitude of change between 2 groups or within 1 group, pre and post intervention; and the standard deviation (SD)—the degree to which observations are spread out around a mean in a given data set. While the first 2 parameters, significance level and power, are set by the researcher, effect size and standard deviation values are a function of the intervention under study. This section describes each of these parameters and their relevance to sample size.

Significance level (alpha)

In a test of statistical significance, we start with the assumption that there is no difference between 2 groups (or 1 group—pre and post intervention). Once the intervention is completed and a difference is observed, we need to assess whether there is convincing evidence that this is a statistically meaningful difference or simply due to chance. The Greek letter “alpha” refers to the probability of rejecting the null hypothesis when the null hypothesis is actually true (a type I error). Therefore, an alpha of 0.05 (or 5%) indicates that 5 times out of 100 a difference is found between 2 groups (or 1 group pre and post intervention) that is due to chance—not the intervention. By setting the alpha level lower (eg, 0.01), we make the test more conservative, indicating that we are less willing to be wrong. Thus, while lowering the alpha decreases the chance of committing a type I error, the more stringent threshold criteria reduces the likelihood of concluding that the DM program had an effect. In population-based studies, the alpha is typically set at 0.05.

Power

Like the significance level, power is established by the researcher independent of the intervention under study. While the alpha level is chosen to protect against false positives, sufficient power protects against false negatives (ie, concluding that there is no difference between the 2 groups when in fact there is one). In other words, power is the likelihood that the results of the study will show a significant effect when there truly is one. A power of 80% means that 80 times out of 100 when there is a true intervention effect, we will identify it as such. Power increases with an increase in the sample size and effect size, as well as with a larger alpha (eg, 0.10 as opposed to 0.05). The rule of thumb in research is to set the power level at 80% or higher.

Effect size

Effect size refers to the expected difference in outcome measure (ie, year-over-year hospitalization rates) as a result of the intervention. The smallest effect size that can be detected statistically (ie, shown to be statistically significant) is determined by the size of the population under study, such that a larger sample size is required to detect a smaller effect size and vice versa. Similarly, a larger effect size will result in higher power. Established DM vendors should be able to provide a good estimate of what effect size can be expected for commonly measured outcomes in a given population.

Standard deviation

Standard deviation is the most commonly used measure to denote the variability of data about the mean. When 2 group means are compared, the variability is typically expressed as
the within group standard deviation, an average of the variability within the 2 groups. Large SDs suggest the presence of extreme values and small SDs indicate that data tend to cluster around the mean. In data sets that are normally (or randomly) distributed, as the sample size grows the SD tends to get “pulled in” closer to the mean. That is, extreme values no longer appear as outliers in the presence of many more randomly distributed data points. Thus, larger, normally distributed samples have smaller SDs, which in turn increases power to detect statistically significant effect sizes.

However, rare event outcomes such as hospitalizations or emergency department visits do not follow a normal distribution (ie, the majority of values are amassed close to zero with only a few outliers). In using statistical methods designed for normal distributions to evaluate such outcomes we may inadvertently increase the likelihood of committing a type II error. Fortunately, outcomes expressed as a rate (ie, a number of events occurring in a population over a given period of time) generally follow a Poisson distribution and we can use this distribution instead of the normal distribution to calculate SD. A benefit of the Poisson distribution is that the variance is equal to the mean (therefore the SD equals the square root of the mean). As will be described later, this convenient relationship allows us to determine the sample size necessary to achieve various effect size estimates for rare outcomes.

Effects of manipulating model parameters

To demonstrate how these parameters are related, Table 1 illustrates the independent impact of each model parameter on sample size. Column A represents a base case in which a 10% reduction from the starting value of 0.10 is expected with a within group SD of 0.308. By setting alpha at 0.05 and power at 80%, a sample size of approximately 14,903 is derived. Columns B through F show that, holding all else constant, a larger sample size is needed when accompanied by any of the following: lower starting value, smaller effect size, larger SD, or more stringent alpha and power levels. Note that Columns B and C result in an identical sample size. This is simply due to the fact that a 9% reduction from 0.10 is equal to a 10% reduction from 0.09.

In summary, this section established that there are 4 interrelated parameters that contribute to the determination of sample size: the effect size, calculated as the change in value of 1 group in a pre-post or the difference in mean value of the treatment group compared with the control; the standard deviation, the variability around each group’s mean, calculated using the appropriate distribution (eg, normal, Poisson); and the levels of alpha and power, which are characteristics of the test of statistical significance and are determined by the researcher. Readers interested in a more comprehensive discussion of the individual parameters and their interactions can refer to Donner, Lachin, and Moher et al.

### DETERMINING SAMPLE SIZE

In the appendix, formulae are provided for determining sample size mathematically. Similarly, Table 2 provides population size estimates based on various baseline admission

| Table 1: The Impact of Changing Individual Model Parameters on Sample Size* |
|---------------------------------|----------------|----------------|----------------|----------------|-----------------
| Starting value                  | 0.10           | 0.09           |                 |                 |                 |
| Effect size (%)                 | 10.0           |                | 9.0             |                 |                 |
| Standard deviation              | 0.308          | 0.339          |                 |                 |                 |
| Alpha                           | 0.05           |                | 0.05            |                 | 0.01            |
| Power                           | 0.80           |                | 22,175          |                 | 19,950          |
| Sample size                     | 14,903         | 18,398         | 18,398          | 18,019          | 22,175          |

*Column A represents the base case and all other columns reflect the changed parameter and its influence on sample size.
rates (per person per year) and predicted effect sizes, assuming an alpha of 0.05 (two-sided test), 80% power, and a within group SD calculated using formula 3. This table can serve as a reference to assess whether a DM program has sufficient opportunity to demonstrate a statistically significant decrease in admissions based on the size of the available population.

To demonstrate the applicability of this model to DM, admission rate estimates are used from the 2004 National Hospital Discharge Survey\(^\text{11}\) for 5 of the primary conditions traditionally managed by DM: acute myocardial infarction, congestive heart failure, asthma, chronic obstructive pulmonary disease, and diabetes. The baseline discharge rate for this set of diagnoses is 116.4 per 10,000 population, or 0.0116 discharges per person per year. Assuming an effect size of 10% (a 0.0012 decrease), the target discharge rate per person is 0.0105, and the within group SD is 0.105 (per formula 3 in the Appendix). Using the typical alpha (.05) and power (.80) levels, the sample size formula is:

\[
n \approx 2(0.105)^2 \frac{(1.96 + 0.84)^2}{0.0012^2} = 128,028
\]

When a program is implemented and evaluated at the population level, the sample size is synonymous with the population size. When a program is implemented and evaluated using a treatment and a control group, the sample size calculation estimates the number of subjects needed in each group. Thus, in this example a population of 128,028 is required for a 10% reduction in admissions per person to be statistically significant. In a pre-post design, this means that the population size must be 128,028 in both the pre and the post periods; in a design with a concurrent control group, the treatment group must be 128,028 and the control group must also be 128,028.

**ADDITIONAL CONSIDERATIONS IN DETERMINING SAMPLE SIZE**

If the population size for a given intervention is fixed or is smaller than that which the formulae produce, statistical significance can still be preserved by manipulating the baseline rate. Three approaches are discussed in this section along with some additional detail re-
garding implementing the sample size calculation in practice.

Unit of measure

In contrast to the mean (ie, a value expressed solely in relation to the count of the observations), a rate is a value expressed relative to a population size that is defined by the investigator (eg, per thousand members, per hundred thousand population). Given this latitude in how a rate can be expressed, selecting the appropriate unit of measure is of utmost importance. There are 2 primary reasons why it is recommended that sample size calculations be performed at the individual level (eg, admissions per person per unit of time): (1) in population-based analyses this basis of measure is less influenced by population turnover and length of enrollment (for this reason, health insurers report on a per-member-per-month or per-year basis), and (2) this is the standard method of reporting outcome comparisons between 2 or more groups (cohorts).

Baseline rate and effect size

Unless the DM program has identified opportunities to improve its ability to identify and intervene upon participants at high risk of a near-term hospitalization, it is difficult to manipulate effect size. However, as indicated in Table 2, for any given sample size a larger baseline rate requires a smaller effect size to achieve statistical significance. One strategy is to calculate estimates for the disease-specific population as opposed to creating estimates for the entire population. This distributes the same number of admissions over a more narrowly defined population, resulting in a larger baseline rate, which in turn requires a smaller effect size to achieve statistical significance.

Another reasonable approach to increase the baseline rate is to include complications of the primary diagnosis in the calculation of the outcome of interest (ie, admissions). A complication refers to any diagnosis that is physiologically related to the primary chronic condition and thus can theoretically be impacted by the program. Conversely, including admissions completely unrelated to the conditions under management introduces bias into both the sample size calculation and the subsequent program evaluation.

A final approach to increase baseline rate is to extend the measurement period. DM programs generally operate under 1- to 3-year contracts. Thus, assuming a baseline admission rate of 0.05 per person per year and a 5% projected decrease, a population size of 122,422 would be required for this decrease to be statistically significant (Table 2). However, by holding the effect size at 5% and extending the duration from 12 to 18 months (and hence the rate from per person per year to per person per 18 months) the baseline rate is approximately 0.08 (0.05 spread out over 18 months instead of 12 months), which requires a substantially smaller population of 76,514.

In this article, the term effect size is used to describe the difference in the scale of measurement (eg, difference in means or rates). Some authors use effect size to refer to the difference divided by its standard error. The use of such a method is a holdover from the days in which statistical software to calculate power was not widely available. This method enabled the use of streamlined tables of power as a function of sample size and effect size. The simple difference of means is the preferred definition as it is easier for those with less familiarity with statistical power to understand and, more importantly, it ensures that significant results are not achieved purely as a result of large sample sizes.

CONCLUSION

Sample size estimation is an integral component of the needs analysis that should be conducted prior to the implementation of any DM strategy. There are several interrelated parameters that contribute to the determination of sample size of which only alpha and power are under the control of the researcher. The baseline admission rate and its respective SD are characteristics of the population under study, and the effect size is a function of the intervention. If the population is found to be too small, the baseline admission rate can be increased by restricting the population to those with the disease, expanding the list of admit-
ting diagnoses to include complications of the primary chronic condition under management, or extending the study time frame in which the effect size is intended to be achieved. Ultimately it is imperative that the formula parameters are logic based and the ramifications understood by both the DM program and the client organization.

While more precise formulae are available, they do not differ substantially from the approximations described above and require statistical expertise to implement.
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APPENDIX

Equation (1) illustrates a generalized sample size formula for comparing 2 independent samples. Due to the algebra, the equation may take on a slightly different form depending on the reference source:

\[ n = 2\sigma^2 \frac{(Z_{\alpha/2} + Z_{\beta})^2}{\Delta^2} \] (1)

where \( \sigma \) denotes the within group standard deviation, \( Z_{\alpha/2} \) is the Z-score from the normal distribution representing the critical value of alpha (\( Z = 1.96 \) for an alpha of 0.05 using a two-tailed test), \( Z_{\beta} \) is the Z-score from the normal distribution representing the power (\( Z = 0.84 \) for a power of 0.80), and \( \Delta \) is the effect size.
In novel prospective studies the SD is not known and therefore must be estimated. Often, the researcher relies on values derived from similar studies or may perform a pilot study to provide estimates. Many times only 1 SD is known and that value is then used as a proxy for both groups’ estimates. As described earlier, count or rate data typically assume a Poisson distribution in which the variance is equal to the mean value. This allows the estimate of SD to be:

\[ \sigma = \mu \]  

(2)

where \( \mu \) is the mean value for a given group. Therefore, the within group SD can be expressed as the average between the 2 standard deviation estimates:

\[ \bar{\sigma} = \frac{\sqrt{\mu_1} + \sqrt{\mu_2}}{2} \]  

(3)

where the subscript references the group being compared (or time period under a pre-post assessment).
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