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Abstract For over two decades, disease management (DM) has been touted as an

intervention capable of producing large scale cost savings for health care purchasers.

However, the preponderance of scientific evidence suggests that these programs do not

save money. This finding is not surprising given that the theorized causal mechanism by

which the intervention supposedly influences the outcome has not been systematically

assessed. Mediation analysis is a statistical approach to identifying causal pathways by

testing the relationships between the treatment, the outcome, and an intermediate variable

that is posited to mediate the relationship between the treatment and outcome. This

analysis can therefore help identify how to make DM interventions effective by deter-

mining the causal mechanisms between intervention components and the desired outcome.

DM interventions can then be optimized by eliminating those activities that are ineffective

or even counter-productive. In this article we seek to promote the application of mediation

analysis to DM program evaluation by describing the two principal frameworks generally

followed in causal mediation analysis; structural equation modeling and potential out-

comes. After comparing several approaches within these frameworks using real and sim-

ulated data, we find that some methods perform better than others under the conditions

imposed upon the models. We conclude that mediation analysis can assist DM programs in

developing and testing the causal pathways that enable interventions to be effective in

achieving desired outcomes.
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1 Introduction

For the past two decades, disease management (DM) has been promoted as an intervention

capable of producing large scale cost savings for health care purchasers. Conceptually, cost

savings are thought to be derived from reducing hospital admissions, emergency room

visits, and the use of other costly health care services by helping patients adhere to self-

care regimens, teaching them how to recognize acute exacerbations, and encouraging them

to obtain recommended routine screening tests (Nelson 2012). In response, an array of

commercial programs has been developed, resulting in the emergence of an industry

estimated to be worth about $1 billion annually (Mattke et al. 2007).

However, these programs have struggled to deliver the anticipated cost savings. A

recent Congressional Budget Office review of 34 Medicare DM demonstration projects

stated that, ‘‘On average, the 34 programs had no effect on hospital admissions or regular

Medicare expenditures (that is, expenditures before accounting for the programs’ fees),’’

and, ‘‘After accounting for the fees that Medicare paid to the programs, […] Medicare

spending was either unchanged or increased in nearly all of the programs’’ (Nelson 2012).

Other evidence similarly points to the failure of commercial DM programs to achieve

medical cost savings. A broader Congressional Budget Office review of the DM literature

concluded that ‘‘there is insufficient evidence to conclude that DM programs can generally

reduce the overall cost of health care services’’ (Congressional Budget Office 2004). This

report was followed by several additional systematic reviews that arrived at similar con-

clusions (Ofman et al. 2004; Goetzel et al. 2005; Mattke et al. 2007).

Despite this evidence, payors in the private sector continue to purchase DM services and

DM continues to be discussed as a viable approach to achieving cost savings (Matheson et al.

2006; Mays et al. 2007). It is therefore critically important to determine why the DM model

has failed to result in cost savings to-date and how it can be modified going forward. A logical

place to begin is by examining the various components of the DM intervention and the

associated causal mechanisms that could lead to a reduction in medical costs. For example, a

core component of the standard DM intervention is for nurses to talk to patients by phone to

increase their self-efficacy such that patients feel empowered to make behavioral changes

that will improve their health. However, nurses employed by DM programs are rarely pre-

screened to assess aptitude and/or acceptance of a patient-centric model based on behavior

change science (Butterworth and Andersen 2011; Miller and Rose 2009), nor are they

adequately trained in behavior change approaches (Linden and Roberts 2004; Linden et al.

2006), nor is there widespread use of validated and standardized tools to assess the nurses’

proficiency and ensure fidelity to those evidence-based behavioral change approaches

(Butterworth and Andersen 2011). Without a structured training and continual assessment

process, it is unlikely that these nurses will achieve the proficiency level necessary to

improve patients’ self-efficacy to self-manage their chronic illness (Marks et al. 2005; Miller

and Rose 2009). Patients with poor self-efficacy will not likely change their health behaviors

or interact with their providers more effectively (Bodenheimer et al. 2002; Marks et al.

2005). As a result, their health care utilization and costs should not be expected to change.1

1 Linden and Adler-Milstein (2008) highlight many additional factors that explain why the standard DM
approach is not effective, based on the best available evidence from the literature.
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This example sets up two important and interrelated points about the design and

assessment of DM programs. First, at the outset, the causal mechanism(s) by which the

intervention is hypothesized to influence the outcome should be specified—leveraging both

content expertise and empirical evidence. This approach should make it clear that it is

possible to achieve the intended aims. A specified casual pathway has a second and

arguably more important benefit of enabling an evaluation that assesses whether the

intervention is in fact working through the hypothesized pathways. This involves media-

tion analysis, which entails identifying intermediate variables which lie on the casual

pathway between treatment and outcome and then assessing whether the treatment impacts

the mediator variable which in turn effects change in the outcome. If a program is

effective, mediation analysis confirms that it is operating in the anticipated way. However,

even in ineffective programs, mediation analysis is far more useful than the standard

analytic approach, which ignores the casual pathway, because mediation analysis may

identify where the casual pathway is breaking down. Such information directly informs

how best to target program improvement efforts.

While mediation analysis is increasingly being used to study causal mechanisms across

a variety of disciplines and settings, the concept has yet to be adopted by the DM industry.

Broader use of this technique could be immensely beneficial as it would elucidate where

the DM model is failing. Therefore, in this paper, we introduce readers to the concept of

mediation analysis, with an emphasis on DM interventions. To that end, we describe

several analytic methods generally used to conduct mediation analysis, including both

traditional structural equation modeling (SEM) methods popularized by Baron and Kenny

(1986) and recently introduced approaches based on the potential outcomes framework

originally proposed by Rubin (1974, 1978), together with key assumptions required to

interpret mediation results as causal. We then use both actual and simulated data to

compare the results generated from the various mediation analysis methods introduced.

Finally, we discuss the implications of our findings and provide direction for researchers

wishing to conduct mediation analysis as part of a more comprehensive and informative

evaluation of DM program effectiveness.

2 The SEM approach to mediation analysis

The basic conceptual framework of a mediation process with a single mediator is

illustrated in Fig. 1. As shown, Treatment (T) can impact the outcome (Y) either indi-

rectly via the mediator (M) or directly. In health management interventions we may

expect a significant proportion of the effect to be direct, since there are likely to be

myriad variables not observed through the mediated pathway (including other unmea-

sured mediators). Thus, the total treatment effect is the sum of both direct and indirect

effects. These associations can be expressed statistically using the following set of linear

regressions:

Yi ¼ a1 þ cTi þ b1Xi þ ei ð1Þ

Mi ¼ a2 þ aTi þ b2Xi þ ei ð2Þ

Yi ¼ a3 þ bMi þ c
0
Ti þ b3Xi þ ei ð3Þ

Equation (1) is a standard outcomes model estimating the average total effect of the

intervention by regressing the outcome Y on the treatment variable T and one or more pre-

intervention characteristics X. Equation (2) represents the a pathway in Fig. 1 in which the
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mediator M is regressed on T and X. Equation (3) provides both the b and c0 pathways

indicated in Fig. 1 by regressing the outcome on T, M, and X. Thus, b represents the effect

of M on Y controlling for T and X, and c0 represents the effect of T on Y, controlling for M

and X.

With Equations (1–3), mediation effects can be estimated using one of two methods.

The ‘‘product of coefficients’’ method refers to the product of the a and b pathways (ab)

while the ‘‘difference in coefficients’’ method subtracts the direct effect c0 from the total

effect c to derive at the indirect effect (c - c0) (Stolzenberg 1980; MacKinnon et al. 2002).

In the absence of Eq. (1), the total effect can be computed as the sum of the direct and

indirect effects (c = ab ? c0). Finally, in mediation analysis, researchers are often not only

interested in point estimates, but also in the extent to which a variable mediates a rela-

tionship. A natural quantification is the mediation percentage, which is calculated as the

ratio of the indirect effect to the total effect.

Given that the estimation of indirect effects utilizes values generated from two separate

regression models, correct specification of standard errors and tests of significance can be

performed using specialized procedures (Freedman and Schatzkin 1992; Sobel 1982) or

bootstrapping (Efron and Tibshirani 1993; Shrout and Bolger 2002).

The SEM approach for studying the effect of multiple mediators, popularized by Baron

and Kenny in 1986, is a straightforward extension of the single mediator model (Alwin and

Hauser 1975; MacKinnon 2008, Chap. 5; Bollen 1989; Duncan 1966). Basically, each

mediator is regressed separately on the treatment variable and pre-intervention charac-

teristic (T and X, respectively), and then the outcome model regresses the outcome on all

the mediators as well as on T and X.

2.1 Assumptions required for interpreting mediation effects as causal in the SEM

approach

While intuition may suggest that mediation effects can be readily interpreted when studied

within a randomized controlled trial (RCT) context, in fact only the path between treatment

and mediator can be considered causal under this design. Because individuals are not

randomly assigned to the various mediator levels, any differences found in the outcome

may be a result of self-selection at the level of the mediator or confounding that is

introduced post-treatment (Holland 1988; Jo 2008; Sobel 2008).

Given the potential for bias that may arise at either treatment assignment (in observa-

tional studies) and/or mediator stage (both in RCTs and observational studies), the primary

assumption required for causal interpretation of mediational processes is that of sequential

ignorability (Imai et al. 2010a, b, c). The first part of the sequence assumes that treatment

is independent (ignorable) of potential mediators and outcomes, allowing for a causal

interpretation of path a. In an RCT, this assumption is ensured by randomization, while in

observational studies the assumption can be met when conditioning on observed pre-

M

YT

a b

c'

Fig. 1 The conceptual mediation model with a single mediator. T treatment assignment, M mediator,
Y outcome. SEM coefficients are represented by a,b,c0
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intervention covariates [noted as X in Eqs. (1–3)] leads to no residual confounding (Ro-

senbaum and Rubin 1983).2 The second part of the sequence assumes that the level of the

mediator is independent of the potential outcomes (in both RCTs and observational

studies) conditional on treatment and observed pre-intervention characteristics (Imai

2010a, b, c). In other words, after conditioning on observable pre-intervention character-

istics X and the actual treatment assignment T, we now assume that the mediator status is

as good as randomized. This assumption allows us to interpret path b as causal because

individuals within each treatment group attaining different levels of the mediator should be

similar and thus can be compared.3 Similarly, path c can be causally interpreted because

individuals across different treatment groups attaining the same level of the mediator

should also be similar and comparable (Jo 2008). It is important to note that the sequential

ignorability assumption cannot be directly tested from the data, and therefore to a large

extent, the researcher must present convincing arguments that the assumption holds when

estimating causal mediation effects.

Another assumption often maintained in causal mediation analysis using SEM is that of

no interaction between treatment and mediator. This assumption states that treatment has a

constant direct effect (path c0) on the outcome regardless of mediator level, and that the

effect of the mediator on the outcome (path b) is constant across different treatment

assignments (Jo 2008). Whenever the no-interaction assumption does not hold, a standard

result in the literature using SEM is that the indirect effect depends on the level of the

treatment variable (Stolzenberg 1980; Kraemer et al. 2008), i.e., the (average) indirect

effect differs among treated and untreated (Judd and Kenny 1981; Imai et al. 2010a, b, c).

Kraemer et al. (2008) suggest that the constant effect assumption is rather unrealistic and

recommend including an interaction term (treatment X mediator) in the outcome model to

eliminate the requirement for this assumption:

Yi ¼ a3 þ bMi þ c
0
Ti þ dTMi þ b3Xi þ ei ð4Þ

In this alternative specification, a statistically significant interaction term d indicates that

the relation between M and Y differs by treatment group, thus violating the constant effect

assumption (and possibly producing different direct and indirect effect estimates). Con-

versely, one might assume that if the interaction term is not-statistically significant then the

constant effect assumption holds. However, Glynn (2012) illustrates that this assumption is

somewhat misleading, because the mere inclusion of the interaction term (even when the

coefficient is not statistically significant), may generate substantially different direct and

indirect estimates than those produced by the standard model without the interaction term.

Referring back to our DM example in which patient self-efficacy could be examined as a

mediator of the relationship between DM intervention and medical costs (Lorig and

Holman 2003), it is likely that the treatment and control groups would differ on their mean

levels of self-efficacy, either as a result of the effectiveness of the intervention or possibly

due to self-selection bias and/or confounding. In turn, this would likely impact the outcome

differentially between groups. A statistically significant interaction term should be

explored further to determine the source of the significance. MacKinnon (2008, p. 280)

recommends using contrasts to test the significance of the b coefficient relating M to Y at

the different levels of T as well as reviewing visual displays of the data. As a partial

2 In observational studies the assumption of no residual confounding or no selection bias cannot be tested,
and so causal effects are only identified under this assumption.
3 ‘‘Similar’’ refers to comparability on both observed and unobserved characteristics, because we assume no
residual confounding (ignorability) once we have conditioned on pre-treatment covariates and treatment.
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solution to an interaction effect, Glynn (2012) suggests restricting inferences to sub-pop-

ulations of interest. This approach is expanded by Imai et al. (2010a, b, c) in which the

mediation effect can be estimated separately for the treatment and control group and then

pooled as a weighted average estimate. Perhaps most importantly it should be noted that a

statistically significant treatment X mediator interaction will not negate findings of

mediation but may in fact provide richer more detailed information about an observed

mediation effect (Kraemer et al. 2008; MacKinnon 2008, p. 295).

A final assumption required for causal interpretation of mediational processes using the

SEM approach is that the relationship between the continuous mediator and outcome is

linear (Sobel 2008; Jo 2008). In other words, we assume that that the outcome value

linearly increases (or decreases) as the mediator value increases (or decreases) (Jo 2008).

As will be discussed in the next section, this becomes even more problematic when the

mediator and/or outcome variable is categorical.

2.2 Categorical outcome or mediator variables

The standard SEM approach (Eqs. 1–3) utilizes ordinary least squares regression with the

understanding that the mediator and outcome variables are continuous. However, in DM

evaluations some outcome or mediator variables are binary (yes/no), such as the receipt of

an appropriate lab test, quitting smoking, or filling a prescription, which often are modeled

using logit or probit regression.4

Contrary to the linear models described thus far where the mediation effect is estimated

by c - c0, in nonlinear probability models for categorical outcomes (i.e., logit or probit),

c - c0 does not recover the mediation effect because of a rescaling or attenuation of the

model in Eq. 3 that occurs when the mediator variable has an independent effect on the

outcome (Winship and Mare 1983, 1984; Wooldridge 2002; Cramer 2003). In other words,

in these models the inclusion of the mediator variable M in Eq. 3 will alter the coefficient c0

merely if M is correlated with Y, thereby conflating mediation with rescaling, which results

in biased mediation effects using c - c0.
Several approaches have been proposed to resolve this issue. MacKinnon and Dwyer

(1993) suggested two approaches using the method of Y-standardization, which rescales

coefficients to be measured in standard deviations of the latent outcome variable assumed

to underlie the binary outcome variable, giving coefficients an interpretation similar to that

found for standardized coefficients in linear models (McKelvey and Zavoina 1975; Win-

ship and Mare 1983, 1984; Long 1997). The first approach standardizes the coefficients

linking T to M and M to Y (a and b) and then applies the ‘‘product of coefficients’’ method

to these coefficients (ab). In situations where M is continuous, the T–M relationship is

obtained from the standardized coefficient of a linear model, whereas in situations where M

is a categorical variable, the coefficient is obtained by standardizing the coefficient of a

logit or probit model. The second approach follows Winship and Mare (1983, 1984) and

standardizes the coefficients of the treatment variable in the model with and without the

mediator (i.e., c and c0) and then applies the ‘‘difference-in-coefficients’’ method to these

standardized coefficients. This approach thereby does not model the T–M relationship

directly, but rather compares coefficients in the model for the outcome measured on the

same scale.

4 Mediators or outcomes may also be ordered, such as rating of perceived health status or satisfaction on a
Likert-type scale (e.g., 1 through 5), which can be modeled using ordered logit or probit models (which are
natural extensions of the logit or probit models).
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More recently an alternative approach to overcoming the limitations of evaluating

mediation in logit and probit models has been introduced (Karlson et al. 2012; Karlson and

Holm 2011).5 The method by Karlson et al. (2012) allows comparisons of total and direct

effects of treatment variables that are unaffected by rescaling or attenuation bias. It exploits

the properties of a rescaled logit regression to generate an estimate of c - c0 which is

unaffected by rescaling bias. Further work clarified that this estimate is equal to the product

between, (a) the effect of the mediator on the binary outcome in a logit or probit model

(controlling for treatment), and (b) the effect of treatment on the mediator in a linear

regression model. In their method, the T–M relationship is always modeled using a linear

model, meaning that for categorical M, linear probability models are used. The results of

Karlson et al. (2012) suggest, first, that the much-discussed difference in results produced

by the ‘‘difference in coefficients’’ method and the ‘‘product of coefficients’’ method in

logit and probit models disappear once the latter method is applied using the rescaled logit

regression and, second, an equivalence between the decomposition principles of linear

models and nonlinear probability models. These conclusions are consistent with the results

reported on the ‘‘product of coefficients’’ method in nonlinear probability models by

MacKinnon et al. (2007). As in the linear SEM case, the method by Karlson et al. (2012)

also allows multiple mediators and the inclusion of pre-treatment covariates. Whenever the

mediator is binary, all methods discussed thus far use a linear probability model for

modeling the T–M relationship, except for the first Y-standardization approach, which uses

a standardized logit or probit coefficient.

3 Potential outcome approaches to mediation analysis

Given the challenges of satisfying the assumptions of the SEM approach, in particular

ignorability in the relationship between M and Y, a parallel stream of research has

approached mediation analysis using the potential outcomes framework (Rubin 1974,

1978) to clarify the assumptions under which the SEM approach allows for causal inter-

pretation (Holland 1986, 1988; Robins and Greenland 1992; Pearl 2001; Jo 2008; Sobel

2008; Imai et al. 2010a, b, c). While the SEM approach and the potential outcomes

framework are similar in many respects, the latter is a more general framework. It allows

for a broader, ‘‘nonmodel-based’’ understanding of causal effects while allowing the SEM

approach to be considered a special case of this broader framework (Pearl 2012).

To illustrate this framework, assume a DM program where Yi(1) represents the outcome

of an individual who was assigned to the intervention and Yi(0) represents the outcome if

that individual was assigned to the control group. The individual level treatment effect is

Yi(1) - Yi(0), or the difference in outcomes experienced by the individual after being

exposed to both treatment and control conditions. For any individual only one of these

outcomes is observed, and so researchers generally estimate average treatment effects at

the group level, relying on an equivalent control group to represent the counterfactual

outcome. This strategy is the first part of the sequential ignorability assumption described

earlier which expects treatment assignment to be independent of potential mediators and

outcomes.6

5 Breen et al. (Forthcoming) develop the method further and suggest some further identities we refer to here.
6 An additional assumption required here for causal inference is that each individual’s potential outcomes
are unrelated to the treatment status of any other individual under study (Rubin 1978; Manski, Forthcoming).
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To illustrate how the potential outcomes framework is extended under mediation

analysis, we broaden the notation from above as follows: assume a Mi(1) represents the

mediator value of an individual who was assigned to the intervention and Mi(0) represents

the mediator value if that individual was assigned to the control group. We can combine

the outcome and mediator variables such that Yi(1, Mi(1)) describes the outcome of an

individual assigned to the intervention group who achieves a mediator level that would be

realized under that treatment condition and Yi(0, Mi(0)) describes the outcome of this

individual if assigned to the control group who achieved a mediator level realized under

the control condition (Imai et al. 2010a, b, c).

Following definitions provided by Pearl (2001) and Robins and Greenland (1992) (with

notation from Imai et al. 2010a, b, c) the direct effect is represented as:

Direct effect ¼ Yi 1;Mi 0ð Þð Þ � Yi 0;Mi 0ð Þð Þ ð4Þ

which can be interpreted as the effect of treatment on the outcome holding the mediator at

the level of the control condition (or stated differently - the effect of treatment on the

outcome not conveyed via the mediator). This is equivalent to coefficient c’ in the SEM

approach (Eq. 3). Similarly, the direct effect of treatment on the outcome holding the

mediator at the level of the treatment group can be estimated by setting both treatment

indicators for the mediator to Mi(1). The indirect effect is defined as:

Indirect effect ¼ Yi 1;Mi 1ð Þð Þ � Yi 1;Mi 0ð Þð Þ ð5Þ

which represents the effect of changing the mediator level (from that observed in the

control group to that observed in the treatment group) on the outcome, holding the

treatment assignment constant (set here to the treatment group). By setting the treatment

status constant, we isolate the effect of the mediator on the outcome while controlling for

other possible effects induced by the treatment. Similarly, we can estimate the indirect

effect on the outcome holding the treatment assignment at the level of the control group by

setting both treatment indicators for the outcome to Yi(0). This is equivalent to the product

of coefficients (ab) in the SEM approach with no interaction. The total effect of the DM

intervention on the outcome is:

Total effect ¼ Yi 1;Mi 1ð Þð Þ � Yi 0;Mi 0ð Þð Þ ð6Þ

which is equivalent to summing the direct and indirect effects7:

Total effect ¼ Yi 1;Mi 0ð Þð Þ � Yi 0;Mi 0ð Þð Þð Þ þ Yi 1;Mi 1ð Þð Þ � Yi 1;Mi 0ð Þð Þð Þ ð7Þ
As before, for each individual we observe only one outcome, and in addition, we only

observe one mediator value. Thus, in estimating mediation effects using the potential

outcome approach we rely on an equivalent control group to represent the potential values

of the mediator and outcome. It is quite possible that direct and indirect effects (per Eqs. 4

and 5) will differ when the group assignment is set to equal the treatment versus that of

control. As Glynn (2012) notes, when the indirect effect is estimated setting the assignment

variable equal to the treatment group, the resulting estimate (i.e., the average indirect effect

on the treated) is analogous to the sample average treatment effect on the treated (SATT).

Footnote 6 continued
In an evaluation of a DM intervention, this assumption could be violated if members of the same household
were enrolled in the intervention, possibly influencing the outcomes of one another.
7 This holds under the no interaction assumption in which direct and indirect effects are assumed to be
identical between treatment and control groups (see Imai et al. 2010, p. 312).
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By extension, when the indirect effect is estimated setting the assignment variable equal to

the control group, the resulting estimate (i.e., the average indirect effect on the controls) is

analogous to the sample average treatment effect on the controls (SATC). Program eval-

uators conducting mediation analysis may be more interested in one estimator over the

other.8 However, the approach by Imai et al. 2010a, b, c, which we describe below, allows

for the mediation effect to be estimated separately for the treatment and control group and

then pooled as an average estimate across the two conditions. Moreover, in linear models

and assuming no interaction between T and M, mediation effects on treated and untreated

are identical.

Several methods have been proposed to estimate mediation effects motivated by the

potential outcomes framework. These include semi- and non-parametric estimation pro-

cedures (Imai et al. 2010a, b, c; Pearl 2001, 2011; Hafeman and Schwartz 2009), matching

on the propensity score (Hill et al. 2003), weighting approaches (Peterson et al. 2006;

VanderWeele 2009; Hong 2010), principal stratification (Frangakis and Rubin 2002; Jo

2008; Jo et al. 2011) and the G-computation algorithm (Robins and Greenland 1992).

Many of these approaches overlap conceptually, or serve as natural extensions of other

approaches. For example, the propensity score (Rosenbaum and Rubin 1983) features

prominently as a way of addressing the sequential ignorability assumption, in either a

stand-alone procedure (Hill et al. 2003) or as a basis for weighting and principal stratifi-

cation (Peterson et al. 2006; VanderWeele 2009; Hong 2010; Jo et al. 2011).

We briefly describe two methods chosen from the vast array of those available that are

well-suited to DM evaluations. The first approach described by Imai et al. 2010a, b, c, is by

far the most flexible, designed to accommodate most mediator/outcome variable types that

a researcher will likely come across in practice.9 In the second approach, VanderWeele

(2009) extends the propensity score-based weighting technique used for causal inference

popularized by Robins (1998) and Robins et al. (2000). This approach is likely to appeal to

researchers already accustomed to using propensity score-based weighting approaches in

program evaluation.10

Imai et al. (2010a, b, c) propose both parametric and nonparametric procedures for

estimating average mediation effects. Here we describe the parametric procedure for

estimating the mediation effect in the treatment group (as notated in Eq. 5) (see also Hicks

and Tingley 2011). First, the mediator is regressed on the treatment variable and other pre-

intervention covariates as in Eq. 2. Second, two individual-level predictions from this

model are stored, once setting the treatment status to equal treatment, and then again as

control. In other words, this step predicts both the actual and counterfactual level of the

mediator for each individual in the treatment group. Third, the outcome is regressed on the

mediator and other pre-intervention covariates for the treatment arm only. Fourth, using the

regression formula estimated in the prior step, two individual-level potential outcome

predictions are stored, once when replacing the actual mediator value with that of the

predicted mediator value for the treated condition, and then again using the predicted

counterfactual mediator value for the treatment group (both values were generated in Step

2). The average indirect effect (on the treated group) is estimated in the fifth and final step

by simply calculating the average difference between the outcome predictions using the

actual and counterfactual values of the mediator. This iterative procedure is exemplified by

8 See Morgan and Todd (2008) for a discussion on assessing the effects of the ATT versus ATC estimators.
9 The method is implemented in both the R Language (Imai et al. 2010) and in Stata (Hicks and Tingley
2011).
10 See Linden and Adams (2010a, b) for a description of these techniques used in the DM context.
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Eq. 5, and can be easily replicated for the control group, accordingly. Finally, the per-

centage of the total effect that is mediated can be calculated by dividing the result of Eq. 5

by Eq. 6 (or 7).11

VanderWeele (2009) proposes a different method which involves generating separate

propensity-score based weights (Robins 1998; Robins et al. 2000) for the mediation and

outcome models, and then estimating weighted regressions within the usual SEM frame-

work. What follows is a description of the process for estimating the indirect mediation

effect when both treatment and mediator variables are binary (we later discuss how other

variable types are handled).

The first propensity score is estimated by regressing the treatment variable on the

observed pre-intervention covariates using a logit or probit model. This propensity score is

defined as the probability of assignment to the treatment group conditional on covariates

(Rosenbaum and Rubin 1983), and controls for pre-intervention differences between

treatment participants and non-participants. Second, the inverse probability of treatment

weight (IPTW) is computed by giving treatment group participants a weight equal to the

inverse of the estimated propensity score (1/propensity score), and non-participants a

weight equal to the inverse of 1 minus the estimated propensity score (1/(1-propensity

score)) (Robins 1998; Robins et al. 2000). This weight is used directly in a weighted

regression for the mediator model (Eq. 2).

In the third step, a second propensity score is estimated by regressing the mediator on

the treatment variable and observed intervention covariates using a logit or probit model.

This propensity score can be defined as the probability of obtaining a given mediator level

conditional on treatment group assignment and pre-intervention covariates. Fourth, the

associated IPTW is computed by giving individuals obtaining a mediator value of 1 a

weight equal to the inverse of the estimated propensity score (1/(1-propensity score)), and

individuals obtaining a mediator value of 0 a weight equal to the inverse of 1 minus the

estimated propensity score (1/1-propensity score). Fifth, the two weights are multiplied

together and then used directly in a weighted regression for the outcome model (Eq. 3), and

can be considered a different method of adjusting for pre-treatment confounders compared

to the standard regression framework. In essence, this composite weight is a means of

addressing both parts of the sequential ignorability assumption. One point worthy of note is

that when covariate adjustment is not required or not possible, weights are not computed

and thus this approach defaults back to the standard SEM approach.

As described generally above, the propensity score is estimated by regressing either the

treatment variable or mediation variable on a set of covariates. More specifically, however,

the choice of regression model depends on the variable type of the treatment or mediation

variable used in the equation. For example, either logit or probit models are typically used

to estimate the propensity score when the treatment and/or mediation variable is binary.

When treatment and/or mediation variables are ordered, ordinal logit/probit models can be

used to estimate the propensity score (Joffe and Rosenbaum 1999; Lu et al. 2001; Zanutto

et al. 2005), and in the case of a continuous treatment and/or mediation variable, appli-

cation of the generalized propensity score (Hirano and Imbens 2004; Imai and van Dyke

2004) may be considered.

11 However, in the software (Hicks and Tingley 2011), the reported ‘‘percent mediated’’ is the median of a
simulated distribution of ‘‘percent mediated,’’ and thus may not provide the same result as that derived by
dividing Eq. 10 by Eq. 11. We return to this point in our Monte Carlo study.
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4 Comparison of approaches

As the number of methods for mediation analysis has increased in recent years, the

question arises of how the methods compare. To help address this question, we apply a

range of methods to the JOBS II dataset used in Imai et al. (2010a, b, c) and to simulated

data in a Monte Carlo study. In both applications we compare the linear SEM approach

suggested by Baron and Kenny (1986), the approach suggested by Imai et al. (2010a, b, c),

the approach suggested by Karlson et al. (2012) (KHB), the two approaches based on

Y-standardization suggested by MacKinnon and Dwyer (1993), and the approach using

inverse probability of treatment weighting (IPTW) suggested by VanderWeele (2009).

4.1 JOBS II data

In our first comparison of approaches we use the JOBS II study which Imai et al. (2010a,

b, c) used for illustrating their mediation approach. We briefly reiterate their description of

the study (p. 310). JOBS II is a randomized experiment in which unemployed workers were

allocated to either a treatment or control group. The treated participated in a job skills

workshop, whereas the controls received a booklet giving job search tips. The outcome of

interest was a post-treatment continuous measure of depression, while the mediator of

interest was a continuous measure of job search self-efficacy. The mediator thus represents

the mechanism through which the treatment effect is hypothesized to be delivered:

Workshop participation strengthens self-efficacy which in turn reduces depression. The

study also provided a range of pre-treatment control variables: age, sex, marital status,

previous occupation, income, education, a measure of economic hardship, and a pre-

treatment measure of depression.

We use JOBS II for two purposes. First, we report total, direct, and indirect (mediation)

effects estimated with the mediation approaches. Because both outcome and mediator are

continuous measures in JOBS II, we can construct binary versions of the continuous

measures to illustrate the application of the methods on other outcome types. In the first

analysis we study two situations often met in applied research, in which the outcome is

either continuous or binary. In both situations, we use a continuous mediator. Second, we

report mediation percentages, i.e., the indirect effect over the total effect, in the four

situations that would be typically met in applied research.12 If Y denotes the dependent

variable and M the mediator variable, then the four situations are: Y-continuous M-con-

tinuous, Y-continuous M-binary, Y-binary M-continuous, Y-binary M-binary. In both

analyses the binary versions are constructed by grouping respondents according to whether

or not they pass a certain threshold on the depression variable (Y) and on the self-efficacy

variable (M), respectively.13 As in Imai et al. (2010a, b, c), we adjust all models for the

pre-treatment control variables.

12 MacKinnon et al. (1995) demonstrate that mediation percentages are unstable for smaller sample sizes.
We nevertheless choose to report these percentages here, because they are widely used in applied research
and because they provide a sensible metric for comparing results in nonlinear probability models in which
point estimates of total, direct, and effects are identified up to an arbitrary scale.
13 We dichotomize these variables strictly to illustrate the modeling approach. In practice, converting
continuous variables to dichotomous or categorical variables should be avoided, as it leads to a loss of
information and reduces power (Royston et al. 2006).
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4.1.1 Total, direct, and indirect effects

Table 1 reports the total, direct, and indirect effects in the scenario with a continuous

outcome and a continuous mediator where we assume linearity and no interaction between

treatment and mediator.14 The first column uses the method by Baron and Kenny (1986),

while the second column contains the estimates using the method by Imai et al. (2010a, b,

c). The point estimates of the total, direct, and indirect effects are identical between the two

methods (up to three decimals), which is what we would have expected given the results in

Imai et al. (2010a, b, c). The confidence intervals suggest that the method by Imai et al.

(2010a, b, c) is slightly more efficient than the Baron and Kenny approach (1986).

In Table 2 we report effects when the outcome is binary and the mediator is continuous.

In the first row we report the results using a linear probability model for the outcome model,

meaning that the effects are measured on the probability margin. For example, the estimate

of the total treatment effect is -6.8 percentage points. The estimates produced by the

method by Imai et al. (2010a, b, c), using a linear probability model for outcome, reported in

the third row, are identical to those obtained by those in the first row (up to three decimals).

In the fourth row in Panel B we report the results using the probit for the outcome in the Imai

et al. (2010a, b, c) approach. Imai et al. (2010a, b, c) define these effects on the probability

margin and, given the nonlinearity of the probit link, mediation effects can differ between

treated and untreated, even when the effects in the underlying latent model do not. We

therefore report the effects for the treated (T = 1) and untreated (T = 0), although results in

Panel B are near-identical for these two groups. Compared to the previous approaches, the

effects are smaller, although not much. For example, the direct effect for the treated or

untreated is -4.7 percentage points, compared to -5.6 percentage points with the Baron

and Kenny (1986) approach. In contrast to the other approaches, the indirect effect for the

treated is 0.1 percentage points larger than for the untreated, suggesting the sensitivity of the

method by Imai et al. (2010a, b, c) to the nonlinearity of the probit link. However,

the magnitude of the indirect effect is virtually the same across all approaches (-0.012).

In the seventh and eighth row in Table 2 we turn to the method by Karlson et al. (2012).

This method is derived using the latent linear model assumed to underlie the probit (or

Table 1 Comparison of mediation two approaches using JOBS II data from Imai et al. (2010a, b, c) with a
continuous outcome and a continuous mediator

Total effect Direct effect Indirect effect

Est. 95
L-CL

95
U-CL

Est. 95
L-CL

95
U-CL

Est. 95
L-CL

95
U-CL

Linear SEM/KHB
Linear

-0.060 -0.143 0.023 -0.042 -0.126 0.041 -0.018 -0.039 0.003

Imai et al.: Linear-
Linear

-0.060 -0.119 0.003 -0.042 -0.121 0.040 -0.018 -0.041 0.002

The linear SEM which is equivalent to the method of Karlson et al. (2012) applied to a continuous outcome
and the method by Imai et al. (2010a, b, c). Values represent coefficients for estimated total, direct, and
indirect effects

See Table 3 for method descriptions

14 We first estimated an interaction model which produced a non-significant interaction effect (p = 0.230,
CI: -0.044, 0.18), followed by a review of the contrasts between groups at each level of the mediator which
supported the no-interaction effect assumption.

Health Serv Outcomes Res Method (2013) 13:86–108 97

123



T
ab

le
2

C
o
m

p
ar

is
o

n
o

f
m

ed
ia

ti
o

n
ap

p
ro

ac
h

es
u

si
n

g
JO

B
S

II
d

at
a

fr
o

m
Im

ai
et

al
.

(2
0

1
0

a,
b

,
c)

,
w

it
h

a
b

in
ar

y
o

u
tc

o
m

e
an

d
co

n
ti

n
u

o
u

s
m

ed
ia

to
r

T
o

ta
l

ef
fe

ct
D

ir
ec

t
ef

fe
ct

In
d

ir
ec

t
ef

fe
ct

E
st

.
9

5
L

-C
L

9
5

U
-C

L
E

st
.

9
5

L
-C

L
9

5
U

-C
L

E
st

.
9

5
L

-C
L

9
5

U
-C

L

L
in

ea
r

S
E

M
-

0
.0

6
8

-
0

.1
2
8

-
0

.0
0

8
-

0
.0

5
6

-
0

.1
1
6

0
.0

0
4

-
0

.0
1
2

-
0

.0
2

7
0

.0
0
2

Im
ai

et
al

.:

L
in

ea
r–

L
in

ea
r

-
0

.0
6
8

-
0

.1
1
2

-
0

.0
2

2
-

0
.0

5
6

-
0

.1
1
3

0
.0

0
4

-
0

.0
1
2

-
0

.0
2

8
0

.0
0
1

P
ro

b
it

-L
in

ea
r

T
=

1
-

0
.0

5
9

-
0

.1
0
6

-
0

.0
1

3
-

0
.0

4
7

-
0

.1
0
6

0
.0

0
8

-
0

.0
1
2

-
0

.0
2

9
0

.0
0
1

P
ro

b
it

-L
in

ea
r

T
=

0
-

0
.0

5
9

-
0

.1
0
6

-
0

.0
1

3
-

0
.0

4
7

-
0

.1
0
6

0
.0

0
7

-
0

.0
1
1

-
0

.0
2

9
0

.0
0
1

K
H

B

P
ro

b
it

-
0

.2
0
7

-
0

.4
0
5

-
0

.0
1

0
-

0
.1

6
6

-
0

.3
6
4

0
.0

3
2

-
0

.0
4
1

-
0

.0
9

0
0

.0
0
8

P
ro

b
it

A
P

E
-

0
.0

6
3

-
0

.1
2
2

-
0

.0
0

3
-

0
.0

5
0

-
0

.1
1
0

0
.0

0
9

-
0

.0
1
2

-
0

.0
2

7
0

.0
0
3

Y
-s

ta
n
d
ar

d
iz

at
io

n
A

:
P

ro
b
it

-
0

.0
9
2

-
0

.1
8
3

0
.0

0
0

2
-

0
.0

7
4

-
0

.1
6
3

0
.0

1
6

-
0

.0
1
8

-
0

.0
4

0
0

.0
0
4

Y
-s

ta
n
d
ar

d
iz

at
io

n
B

:
P

ro
b
it

-
0

.1
8
8

-
0

.3
6
3

-
0

.0
1

4
-

0
.1

4
2

-
0

.3
1
2

0
.0

2
7

-
0

.0
4
6

-
0

.0
9

0
-

0
.0

0
2

V
al

u
es

re
p
re

se
n

t
co

ef
fi

ci
en

ts
fo

r
es

ti
m

at
ed

to
ta

l,
d

ir
ec

t,
an

d
in

d
ir

ec
t

ef
fe

ct
s

L
in

ea
r

S
E

M
u

se
s

li
n

ea
r

m
o

d
el

s
fo

r
b

o
th

o
u

tc
o

m
e

an
d

m
ed

ia
to

r
m

o
d

el
,

as
in

B
ar

o
n

an
d

K
en

n
y

(1
9

8
6
).

Im
ai

et
al

.
re

fe
rs

to
th

e
m

et
h

o
d

b
y

Im
ai

et
al

.
(2

0
1

0
a,

b
,

c)
,

ca
lc

u
la

te
d

w
it

h
th

e
u

se
r-

w
ri

tt
en

S
ta

ta
�

co
m

m
an

d
m

ed
ef

f
(H

ic
k

s
an

d
T

in
g

le
y

2
0

1
1
);

th
e

co
m

b
in

at
io

n
o

f
li

n
k

fu
n

ct
io

n
s

re
fe

r
to

th
e

o
u

tc
o

m
e

an
d

m
ed

ia
to

r
m

o
d

el
,
re

sp
ec

ti
v

el
y

.
K

H
B

p
ro

b
it

u
se

s
th

e
u

se
r-

w
ri

tt
en

S
ta

ta
�

co
m

m
an

d
kh

b
(K

o
h

le
r

et
al

.
2

0
1

1
),

w
h

ic
h

im
p

le
m

en
ts

th
e

m
et

h
o

d
b

y
K

ar
ls

o
n

et
al

.
(2

0
1

2
);

it
u
se

s
th

e
p
ro

b
it

li
n

k
fu

n
ct

io
n
.

Y
-s

ta
n
d
ar

d
iz

at
io

n
A

u
se

s
th

e
m

et
h

o
d

su
g

g
es

te
d

b
y

W
in

sh
ip

an
d

M
ar

e
(1

9
8

4
)

an
d

ap
p

li
ed

in
M

cK
in

n
o

n
an

d
D

w
y

er
(1

9
9

3
)

as
a

‘‘
d

if
fe

re
n

ce
in

co
ef

fi
ci

en
ts

’’
m

et
h

o
d

,
u

si
n

g
th

e
p

ro
b

it
li

n
k

fu
n

ct
io

n
fo

r
th

e
o
u
tc

o
m

e
m

o
d
el

.
Y

-s
ta

n
d
ar

d
iz

at
io

n
B

u
se

s
th

e
‘‘

p
ro

d
u
ct

o
f

co
ef

fi
ci

en
t’
’

in
M

cK
in

n
o
n

an
d

D
w

y
er

(1
9

9
3
,

p
p
.

1
5
1
),

w
h
ic

h
u
se

s
Y

-s
ta

n
d
ar

d
iz

at
io

n
fo

r
b
in

ar
y

m
ed

ia
to

rs
,

an
d

w
h

ic
h

is
im

p
le

m
en

te
d

in
th

e
u

se
r-

w
ri

tt
en

S
ta

ta
�

co
m

m
an

d
b
in

a
ry

_
m

ed
ia

ti
o
n
;

in
th

e
ca

se
w

it
h

co
n

ti
n

u
o

u
s

m
ed

ia
to

rs
,

th
is

m
et

h
o

d
d

ef
au

lt
s

to
th

e
K

H
B

.
IP

T
W

u
se

s
th

e
m

et
h

o
d

d
es

cr
ib

ed
b

y
V

an
d

er
W

ee
le

(2
0

0
9
);

co
m

p
u

ta
ti

o
n

o
f

in
v
er

se
p

ro
b

ab
il

it
y

o
f

tr
ea

tm
en

t
w

ei
g

h
ts

is
b

as
ed

o
n

th
e

lo
g

it
m

o
d

el
;

in
th

e
Y

-b
in

ar
y

M
-b

in
ar

y
sc

en
ar

io
th

e
p

ro
b

it
m

o
d

el
is

u
se

d
fo

r
th

e
o

u
tc

o
m

e
eq

u
at

io
n

.
C

o
n

fi
d

en
ce

in
te

rv
al

s
fo

r
Y

-S
ta

n
d

ar
d

iz
at

io
n

A
an

d
B

an
d

fo
r

th
e

in
d
ir

ec
t

ef
fe

ct
o

f
K

H
B

P
ro

b
it

A
P

E
ar

e
ca

lc
u

la
te

d
u
si

n
g

th
e

b
o

o
ts

tr
ap

(1
,0

0
0

re
p
li

ca
ti

o
n

s)

98 Health Serv Outcomes Res Method (2013) 13:86–108

123



logit), and it returns estimates of effects on the latent scale identified up to scale; that is, it

returns probit estimates (on the scale defined by the probit model including all variables).

Because these effects are not comparable with the effects on the probability margin

reported thus far, we make use of the result that the KHB method also applies to average

partial effects (as defined in Wooldridge 2002). The estimate of the direct average partial

effect lies between the estimates of Baron and Kenny (1986) and Imai et al. (2010a, b, c)

(-0.050), but is otherwise similar, and the estimate of the indirect average partial effect is

identical to those previously reported (-0.012).

In the final two rows in Table 2 we report the results using Y-standardization A—

applying the ‘‘product of standardized coefficients’’ method—and B—applying the ‘‘dif-

ference of standardized coefficients’’ method (MacKinnon and Dwyer 1993). Not only do

these methods return effects on scales different from each other, their scales also differ

from the remaining approaches. Y-standardization A reports how a standard deviation unit

increase in the treatment variable changes the scale of latent Y measured in standard

deviations, while Y-standardization B reports the treatment effect on the scale of latent Y

measured in standard deviations. For example, the results using Y-standardization B

suggest that the total treatment effect is -0.188 standard deviations on the latent scale of

Y, while the indirect effect is -0.046. In the scenario with a binary treatment variable, Y

standardization B thus appears to be more meaningful than Y-standardization A.

4.1.2 Mediation percentages

So far we have given interpretation to estimates of total, direct, and indirect effects. In this

section we present results in terms of the mediation percentage, i.e., the ratio of the indirect

effect to the total effect. In Table 3 we compare these mediation percentages estimates

across methods and across the four situations previously defined. In the first column, we

consider the case in which both outcome and mediator are continuous. According to Hicks

and Tingley (2011), the results should be similar between the linear SEM approach and the

approach by Imai et al. (2010a, b, c), but the percentages differ by *5 percentage points

(27 vs 22 %). Since the point estimates reported in Table 1 are virtually identical, this

Table 3 Comparison of mediation approaches using JOBS II data from Imai et al. (2010a, b, c)

Method Y-continuous Y-continuous Y-binary Y-binary
M-continuous M-binary M-continuous M-binary

Linear SEM 27.183 38.626 17.734 25.042

Imai et al.

Linear-Linear 22.352 32.861 17.770 24.958

Linear-Probit – 27.484 – –

Probit-Probit – – – 25.359

Probit-Linear – – 19.671 27.347

KHB Probit – – 19.697 27.467

Y-standardization A: Probit – – 24.490 30.897

Y-standardization B: Probit – 29.556 19.697 33.760

IPTW – 30.609 – 26.944

Values represent the percent mediated (the ratio of the indirect effect to the total effect), using various
combinations of mediator and outcome variable types

See Table 2 for description of methods
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difference is likely the result of the simulation-based approach of Imai et al. (2010a, b, c)

(see footnote 10). In this approach, the mediation percentage is calculated for each repe-

tition in the simulation study, yielding a distribution of mediation percentages. The

reported mediation percentage is, in this setup, the median of this percentage distribution.

In the second column—continuous outcome, binary mediator—we find overall agree-

ment of roughly 30 % across methods except for the linear SEM approach, which, similar

to the first situation, returns a considerably higher mediation percentage (39 %). However,

the two models using the approach by Imai et al. (2010a, b, c) differ by roughly 5 % points,

indicating that choice of link functions for the outcome and mediator models is not

arbitrary.

In the third column in Table 3 we investigate the situation with a binary outcome and a

continuous mediator. Similar to the previous scenario, we find overall agreement across

methods, except for the Y-standardization A approach. We also find that results based on

the linear SEM, using a linear probability model for the outcome, and the equivalent

method by Imai et al. (2010a, b, c) return near-identical results. The KHB method, which

uses the ‘‘product of coefficient’’ method in probit model for the outcome of a linear model

for the mediator, and the equivalent method by Imai et al. (2010a, b, c) also return near-

identical results.

In the final column of Table 3 we examine the situation where both outcome and

mediator are binary. We once again find overall agreement between methods, although

both Y-standardization approaches return estimates of the mediation percentages above the

other methods. The pattern of results is also similar to the previous situation in which

similar link functions return similar results.

In summary, despite the differing motivations and formulations behind the mediation

analysis methods applied to the JOBS II dataset, the methods appear to return very similar

results across the four scenarios. The exception appears to be the method of Y-standard-

ization, which returns higher estimates of the mediation percentages than the other

approaches in the binary cases, a result similar to the one found in the Monte Carlo

simulations reported in Karlson et al. (2012).

4.2 A Monte Carlo study

In our second comparison of mediation approaches we conducted an extensive Monte

Carlo simulation study to examine a situation which is often encountered in health services

research—when the outcome, treatment, and mediator are all binary. As in the second

JOBS II example, we focus on the extent to which the mediator mediates the treatment

effect on the outcome using mediation percentages, i.e., the ratio of the indirect effect to

the total effect. Our study was based on the following model:

T ¼ I r\T� ¼ C þ vð Þ
M ¼ I 0\M� ¼ hT þ C þ uð Þ

Y ¼ I q\Y� ¼ bT þ cM þ C þ eð Þ

where I(.) is an indicator function, taking the value 1 when condition met, 0 when not met.

C is a continuous confounder, T is a binary variable with threshold r chosen to yield

distributions 30/70, 50/50, or 70/30 in three different simulations, respectively, M is a

binary variable, v and u are drawn from standard normal distributions, e is drawn from a

standard logistic distribution, and the threshold, q, is chosen such that Y takes on the

following distributions: 50/50, 75/25, 95/5. Furthermore, we vary the magnitude of h
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across four values to obtain different correlations between x and z. Finally, we use two

combinations of b and c: b ¼ 1 and c ¼ 0:5, and b ¼ 0:5 and c ¼ 1. The setup yields 72

different scenarios (with the true percent mediated ranging from 0 to 50 %).15 Our study is

based on 250 replicates using 200, 750, and 2,500 observations per draw, respectively.

Table 4 summarizes the results (simulation output is available upon request). It reports for

each method the mean and median of the absolute bias—defined as the absolute deviation

from the true percent mediated—over the 72 scenarios.16

Row A in Table 4 shows that the linear SEM approach using a linear probability model

has a large bias across all sample sizes; a result which is consistent with that reported in

Karlson et al. (2012). Further inspection of the simulations suggests that this bias arises

when the binary outcome variable has a 95/5-distribution, suggesting that the linear

probability model fails when the outcome is highly skewed. Rows B, C, and D show the

respective biases for the method by Imai et al. (Imai et al. 2010a, b, c), which uses a logit

link for both the outcome and mediator, the method using a logit link for the outcome and a

linear model for the mediator, and the method by Karlson et al. (2012). These methods

Table 4 Monte Carlo simulation study of mediation approaches when treatment, mediator, and outcome
are binary

N = 200a N = 750 N = 2,500

Mean
absolute
bias

Median
absolute
bias

Mean
absolute
bias

Median
absolute
bias

Mean
absolute
bias

Median
absolute
bias

A Linear SEM
(linear probability model)

14.417 7.097 50.240 11.742 57.364 9.757

B Imai et al. (2010a, b, c): Logit-Logit 9.908 5.300 9.146 5.654 7.923 5.085

C Imai et al. (2010a, b, c): Logit-Linear 9.462 5.208 8.337 6.714 6.316 4.050

D KHB Logit 10.477 5.030 8.961 6.483 6.502 4.060

E Y-standardization A 11.415 5.732 14.055 10.900 11.337 9.914

F Y-standardization B 11.830 6.688 9.385 6.697 6.912 5.142

G IPTW Logit 14.008 8.252 20.834 8.194 13.543 6.934

H IPTW Stabilized Logit 11.768 9.364 16.050 8.748 15.777 7.503

Mean absolute bias refers to absolute deviation from the true percent mediated measured in percentage
points averaged over 72 scenarios (with the true percent mediated ranging from 0 to 50 %). Median absolute
bias reports the median of the 72 absolute deviations, measured in percentage points. True outcome and
mediator models are logistic. 250 replications

The true percent mediated is defined as the ratio of the indirect effect to the total effect obtained from a
Monte Carlo study using 100 replications and 1,000,000 observations per draw. Simulation setup available
upon request. See description of methods in notes to Table 2
a As a result of two few observations in scenarios involving a 95/5-distribution of the binary outcome, we
report means and medians of 48 scenarios for N = 200

15 Because the true mediation effect cannot be analytically derived in this setup, we obtain the true percent
mediated using a Monte Carlo study with 100 replications and 1,000,000 observations per draw, which
essentially provides us with a population estimate.
16 We report both mean and median given the skewed distribution of the mediation percentages across the
72 scenarios. Although the level of bias differs between the two central tendency measures, the overall
pattern of results is very similar whether one uses the mean or the median as the basis of evaluation. We
nevertheless report both central tendencies in order for the reader to properly assess the results.
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return the lowest biases among all methods across all sample sizes.17 In rows E and F, we

report the biases of the approaches using the method of Y-standardization. Y-standardi-

zation A—the product of standardized coefficients—returns the largest biases. Y-stan-

dardization B—the difference in standardized coefficients—performs much better,

returning the fourth lowest bias of all methods. Nevertheless, in their Monte Carlo study,

Karlson et al. (2012) found that Y-standardization B failed in recovering the true mediation

percentage in situations where the distribution of the mediator is very different from the

error in the latent linear model underlying the logit model; a scenario not explored in the

simulations we carried out here. In the final two rows, G and H, we report the results for the

inverse probability of treatment weighting approach. For both methods, we find quite

substantial biases across all sample sizes.

Our Monte Carlo study suggests that some methods perform better than others in recov-

ering the true percent mediated when treatment, mediator, and outcome are all binary. We find

that the methods by Imai et al. (2010a, b, c) and the method by Karlson et al. (2012) return, on

average, the lowest absolute bias among all methods. Interestingly, the two specifications of

the method by Imai et al. (2010a, b, c) return quite similar results, suggesting that using the

linear model for a binary mediator works as well as using a (nonlinear) logit link. Our study

also shows that Y-standardization B performs well, but given the results reported in Karlson

et al. (2012), we suggest that researchers take care in employing this method. The remaining

methods perform less satisfactorily: Y-standardization A and the IPTW methods return large

biases. Perhaps most strikingly, using the linear SEM (a linear probability model) for med-

itational analysis returns biased results when outcome and mediator are binary, and we

consequently recommend that researchers do not use this method.

4.3 Summary of approach comparison

In analyzing the JOBS II data, we found that point estimates of total, direct, and indirect

effects were quite similar across methods for both continuous and binary outcomes, while

methods appeared to disagree more on the reported percent mediated. Because these results

are difficult to evaluate with observational data, we used simulated data to compare

approaches against a common baseline. Taken together, our comparison of approaches using

both real and simulated data suggests, first, that some methods perform better than others

and, second, that those methods that perform best are very similar in their performance. The

approach by Imai et al. (2010a, b, c) is among the best performers overall, is directly

formulated in the potential outcomes framework, and—given its versatility in terms of

models for outcomes and mediators—can be applied to most scenarios often met in applied

research. While these characteristics speak to the advantages of using the approach of Imai

et al. (2010a, b, c), we find that non-simulation based approaches appear to work just as well

in terms of recovering mediation. For continuous outcomes, the method by Imai et al. (2010a,

b, c) appears to default to the standard linear SEM approach, and for binary outcomes, the

approach by Imai et al. (2010a, b, c) yields results highly similar to those obtained by the

method by Karlson et al. (2012). Our study also suggested that the linear SEM approach

(the linear probability model) appears to yield biased estimates when the binary outcome is

highly skewed (and the linear approximation no longer holds), thereby supporting the

contention that researchers should not use this approach for non-linear modeling.

17 Comparing the method by Imai et al. (2010a, b, c) using a logit link for the outcome and a linear model
for the mediator and the method by Karlson et al. (2012) in a Monte Carlo study, Breen et al. (Forthcoming)
found the methods to yield highly similar results; corroborating the results we report here.
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5 Discussion

In this paper, we sought to achieve two aims: to make the case for broader use of mediation

analysis to better understand casual pathways in DM interventions and to provide a detailed

discussion of the range of available approaches to conduct mediation analysis under different

scenarios (e.g., a continuous versus dichotomous outcome or mediator). Both of these are

relevant to other evaluations of large scale healthcare interventions as well. Like DM,

evaluations of healthcare interventions typically focus on whether treatment effects were

achieved and rarely explore the theorized underlying causal mechanism. This situation is

problematic when the intervention is found not to work because we have limited insight into

why the intervention failed so that it can be redesigned accordingly. More broadly, mediation

analysis helps us better understand the nature and extent of underlying casual mechanisms,

which can inform the design of related interventions. While we feel that there is a broader

role for mediation analysis, it does not replace the critical role of experts who, at the outset,

use their knowledge of the phenomenon to design the intervention, identify potential

mediators, and assist in the application of mediation analysis through the selection of

appropriate models and validation of assumptions. Then, once sufficient data is collected on

the relevant program elements (i.e., treatment condition, baseline covariates, mediator and

outcome), mediation analysis can be used to test whether the hypothesized causal mecha-

nisms operate as expected. Referring back to the example given in the Introduction, if patient

self-efficacy is on the causal pathway between a DM intervention in which nurses engage

with patients by phone to promote healthier behaviors and the target outcomes of DM

programs—fewer hospitalizations and reduced health care costs, the treatment group should

experience a larger increase in self-efficacy than the control group, and increased self-

efficacy should also lead to decreased costs. If the evaluation confirms these relationships,

purchasers can feel more confident that their investment in these services will be rewarded

with lower health care spending, program administrators can feel more confident that their

intervention is operating effectively along a specified causal pathway, and behavioral change

experts gain further support for their theory.

Equally important, mediation analysis can be informative in the absence of a treatment

effect in three ways: (1) if the intervention increases self-efficacy, but increased self-

efficacy does not lead to reduced health care costs, then such a finding points to the need to

refine the theory on self-efficacy and its association with cost outcomes. It also suggests

that other potential mechanisms should be considered for inclusion in the intervention,

such as patient ‘‘activation’’ (Hibbard et al. 2004), psychological ‘‘sense of control’’

(Mirowsky and Ross 1991), or ‘‘self-care agency’’ (Sousa et al. 2010); (2) if the inter-

vention does not increase self-efficacy, but increased self-efficacy that occurs on its own is

found to be associated with lower costs, then the intervention requires refinement. Nurses’

competency in improving self-efficacy should be investigated, as well as other potential

issues limiting the effective delivery of the intervention (Butterworth et al. 2007); (3), the

intervention does not increase naturally-varying self-efficacy, and differences in self-

efficacy are not associated with lower costs, then this result suggests that both the theory

and the program design need to be revisited. As a result of mediation analysis, each of

these scenarios offers distinct and helpful guidance on how to move towards an effective

intervention—information that would not be produced by a typical evaluation that ends

upon confirming the null hypothesis of no treatment effect.

Program evaluators are faced with fundamental issues when conducting mediation

analysis, such as ensuring that all the important variables have been collected and correctly

specified, choosing an analytic mediation framework appropriate for the given research
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question, and interpreting the results in relation to the theoretical context. As the results of

our analyses demonstrate, specifying the correct model relative to the variable type of the

mediator and outcome is important and, as a consequence, researchers should be equipped

to make an informed choice for the analysis at hand. We find that the framework by Imai

et al. (2010a, b, c) provides a versatile approach to mediation analysis which has among the

best performance in the analyses we conducted, but we also find that the non-simulation

based approaches of the linear SEM for continuous outcomes and the method for binary

outcomes by Karlson et al. (2012) has very similar performance. Nevertheless, given its

generality, the method by Imai and colleagues extends to non-parametric models which

might prove useful in many areas of research.

As discussed throughout this paper, there are several limitations to mediation analysis—

mostly resulting from the strong untestable assumptions necessary to draw valid inferences

about indirect effects. These issues are central in non-experimental studies, but they persist

even in RCTs where randomization occurs only on initial treatment assignment, and not later

at the level of the mediator. Therefore, mediation analyses should be considered exploratory

until more scientifically rigorous studies can be conducted (Jo and Stuart 2012), such as those

described in Imai et al. (2013). At the very least, sensitivity analyses should be conducted

after non-experimental mediation analyses, in order to gauge the extent to which unobserved

variables must confound the mediator-outcome relationship to change the interpretation of a

mediation effect (Hafeman 2011; Imai et al. 2010a, b, c; Jo and Vinokur 2011; VanderWeele

2010). Mediation effects that appear insensitive to unobserved variables increase our con-

fidence in validity of the results, although sensitivity analysis in and of itself relies on

untestable assumptions. Perhaps simply replicating the results using different methods might

be a good strategy. In fact, it is probably the easiest to do and understand, and could be the

most compelling confirmation of our temporary conclusion about mediation, which is based

on strong untestable assumptions. Most importantly, these issues suggest that policy deci-

sions should not be based on results from causal mediation analyses alone, but should rather

be informed, first and foremost, by robust analyses using experimental designs.

While we have described many of the salient issues in mediation analysis, there are

many features that remain beyond the scope of the current article. For example, Krull and

MacKinnon (2001), Mathieu and Taylor (2007), and Zhang et al. (2009) describe the use

and limitations of hierarchical (or mixed-model) approaches to test for multi-level medi-

ation. Additionally, several papers have described the use and limitations of various lon-

gitudinal modeling strategies to test mediation effects (Bauer et al. 2006; Cheong et al.

2003; Cole and Maxwell 2003; Maxwell and Cole 2007; Maxwell et al. 2011; Selig and

Preacher 2009; MacKinnon 2008, Chap. 8). Moreover, the application of instrumental

variable techniques to mediation analysis is gaining in popularity amongst researchers

outside of the field of economics (Antonakis et al. 2010; Gennetian et al. 2008; Sobel

2008). Finally, as briefly mentioned before, several approaches to sensitivity analysis have

been developed for mediation studies, and should be considered as an integral post-esti-

mation component of any mediation analysis (Hafeman 2011; Imai et al. 2010a, b, c; Jo

et al. 2011; VanderWeele 2010). We encourage readers seeking to further broaden their

understanding of mediation analysis to refer to these as well as other areas.

6 Conclusion

Over the past two decades, large-scale DM programs have repeatedly failed to deliver

anticipated cost savings. In order for DM to be a viable strategy for reducing health care
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costs in the future, the basic components of their intervention need to be examined in a way

that can identify the cause of the failure. In this paper, we have described in detail the

various methods available to systematically test hypothesized causal pathways so that

effective interventions can be developed. After testing several competing models using real

and simulated data, we find that some, but not all, models produce comparable results, once

the mediator and outcome variable types are matched with the appropriate modeling

strategy. We recommend that existing and future DM interventions be designed in a

manner that allows for the regular testing of causal mechanisms in an effort to improve the

likelihood of achieving desired outcomes.
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